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Asymptotic Decision Theory

(Le Cam, Hajek, Ibragimov, Hasminskii, Strasser, . . . )

Statistical Experiment: T # () set of “parameters", E € &(T) if E =
(Q, A {P,:t €T}) P, probability measures over (£2,.4).

Decision Problem: (T, D,W); D space of decisions (a topological space);
W = (W})ier loss function, Wy : D — R.

Decision function: procedure for making a (possibly randomized) decision based
on the outcome of the experiment:

p:Qx By(D)— [0,1],

Bo(D) Baire o-field; p a Markov kernel (p(-, A) measurable for fixed A, p(w, )
a probability for fixed w)

R(E, D) = {decision functions for ¥ and D}
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Generalized decision functions

p € R(E, D) induces a bilinear form 3, : Cp(D) x L(E) — R

ﬁp(f,,u)://D Qf(a:),o(w,dx)u(dw) satisfying

(1) [Bo(fs )l < WFMwlls (2) Bp(fsm) 2 0si f =0, 20;
(3) Bo(L, 1) = (K2

(L(E) = ({P,: t € T}H) " L(E) ~ Ly(Q, A, v) if P, < v)

B(E, D) = {bilinear forms on satisfying (1),(2),(3)}

R(E, D) C B(E, D)

B(E, D) compact (weak topology) and convex; R(E, D) dense in B(E, D).
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Risk functions
Assume W = (W})er continuous loss function, p € R(E, D);

fD Wi(z)p(w, dz) (average) loss for the decision p(w, -)

risk function : ¢ +— B,(Wy, P;) = / Wi(x)p(w, dx)P(dw)
D x2

(expected loss when true parameter is t).

B,(Wy, P;) generalizes easily to lower semicontinuous W
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Comparison of experiments
Consider B, F € £(T); (T, D,W) a decision problem

E O F (Fis more informative than F') < V3 € B(F, D) 36, € B(E, D)
(D,W)

such that Bi(Wi, B) < B2(Wy, Qe), t€T

EDF<E O FY(DW),itEDFand FDO Ethen E~F
(D,W)

Theorem FE = (Q, A1, {P.:teT}), F=(QA45,{Q: :t € T}) are

equivalent iff
7.).r”) = () 0 2)
£ Ps —E S
()., 1Q.) x|
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Topological spaces of experiments. Detficiency.

EDFifV(D,W) and s € B(F, D)3 € B(E, D)
such that — B1(Wy, Py) < Bo(Wy, Qy) +€||Ws||, teT
For B, F € £(T)
S(E,F)=inf{e >0: EDF}; A(E,F)=max{6(E, F),5(F,E)}

A'is a distance on E(T)/ ~; (E(T)/ ~, A) (strong topology) is complete

Weak topology generated by A(E,, F,,), a C T finite; makes £(T")/ ~ compact
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Weak convergence of experiments & decision functions
T.1T, E,€&(T,), Ec&(T)

E, — E weakly iff A(E, o, Fo) — 0, « finite

dP,
Pn"s) —w kb ((dpz)tET

if B, — E weakly, 3,, € B(E,, D) and 8 € B(FE, D) then

Theorem E, — E weakly iff £ ((jﬁ”’f)
n,s teT

)

By, — B in distribution iff 8, (f, Pnt) — B(f, P), [ € Cy(D)

For testing problems this means pointwise convergence of power functions

Theorem (LeCam) Every sequence (3,, has accumulation points

Any sequence of testing procedures can be judged by the properties of the
limiting testing procedures that it defines for the limiting experiment.

— Typeset by Foil TEX — 6



Testing in the framework of Gaussian shift experiments

(H,(,)) a real Hilbert space. An experiment (2, A, {Py,h € H}) on H is a
Gaussian shift experiment, it and only if

1) for all h, P, < Py and

2) the process (L(h)),; c defined by the log-likelihood ratio

dP,
log — = L(h
g p (h)

_lP
2 Y

is a standard Gaussian process under Py, i.e.; itis centered and for any hq, ho € H

CO’U(L(hl), L(hg)) = <h1, hg, >
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Spectral decomposition

The null hypothesis: Hy C H a linear subspace of H (e.g. Hy = {0}).
@ : 2 —[0,1] a a Hp-similar test function for Hy.

Taylor expansion of the power of ¢ under a straight line of alternatives directed

by some h € H\{0}, near 0:

t2
Eipp = a+b(h)t + a(h)§ +o(t?),t — 0. (1)

Theorem 1) 3hy € H gradient such that:

b(h) = (h, ho),Vh € H.

2) 3T : H — H a self-adjoint Hilbert-Schmidt operator, an ortonormal system
(h;) and eigenvectors (\;) such that:

a(h) = (h,T(h))VWh € H, and T = ff Aol ha).

1=1
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Theorem: Properties based on the generalized Neyman Pearson lemma.
Lilhol < ¢(@7H(1 — ).
The equality holds iff

P = L{L(hg)>d-1(1—a) | ho|}*

2 The largest eigenvalue A of T satisfies the inequality

<30 (o (1-5)) o (1-5)

The equality holds iff
P = L{L(hy) >0 1(1-2)}-
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Asymptotic relative local efficiency

One-sided tests: ¢ a test for the Gaussian shift, with Ep ¢ = a.

Alternatives: K \ {0}, where K is a cone.

(1) B (h, hg) ’
AREL (#.h) = (thlqb(@—l(l —a>>> '

Two-sided tests: ¢ an unbiased test at level o for Hy = {0} against H \ {0},
le.:

Eop = a and Epp > « for h € H \ {0}.
Then )\ZZOVZZnand h():O

h — a(h) = (h,T(h)) is the curvature of the power function at 0 in direction
h.

o (h,T(h))
AREL 1) = S @ T (1 - a/2) @ T (1 - aj2)

Remind that % < A1,
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Power properties expected for a test in a Gaussian shift experiment

Global power function (Janssen) ¢ a level a test for the null hypothesis Hy = {0}
of the Gaussian shift. It has non-vanishing power only on a finite-dimensional
subspace of alternatives. Namely: Ve > 0, K > 0, there exists a linear subspace
V' C H of finite dimension such that

sup{|Epp —af :h € V=, ||h] < K} <,

the dimension of V being bounded by 1 + e ta(1 — ) (exp(K?) — 1).

Small levels (Rahnenfithrer) When oo — 0, the largest eigenvalue Ay = Aq o con-
verges to its maximal possible value mq, = 2¢ (21 (1 — a/2)) @1 (1 — a/2),
while all the other eigenvalues vanish:

. >\1,oz
lim
a—0 My

A .
22— (0, fore>1.

M

— 1, lima_@
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Example: Kolmogorov-Smirnov tests for the signal detection problem with Brown-
ian bridge as noise term

By a Brownian bridge, L3(0,1) = {h € L2(0,1) : fol h(u)du = 0}, consider

the regression problem

Bi(t) = /O th(s)ds+B0(t),

where h € LY(0,1). Py the law of By on the space C(0, 1), P, the law of By,.

By Girsanov's theorem:

log (%) -/ h(s)dBa(s) - M
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One-sided Kolmogorov-Smirnov test for Hy = {0}

0o : C(0,1) — [0,1]

T palr) = 1{Supogt§1$(t)>01—a}7

with ¢1_,, such that Eogpa(Bo) = (.

Explicit calculus of the gradient hg o of pq by Hajek and Sidak.

Result: ¢(q>—h10(’f‘_a)) » ho in La(0,1) when o — 0, where

ho(u) = sign(2u — 1).

Consequence:
AREW (9o, ho) — 1,0 — 0

and behavior of ¢, similar to that of the median test

Yo = 1{2x(1/2)>‘1>_1(1—a)}
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Two-sided Kolmogorov-Smirnov test for Hy = {0}

Yo 1 C(0,1) —  [0,1]

T = halt) = Lsupgeycy le(®)[>k1—a}s

Ala, (resp. Aj o) the largest (resp. the ith largest) eigenvalue of the spectral
decomposition of the curvature of V.

Results: (Janssen, Rahnenfiihrer)
1) For h € L3(0,1),

h, ho)?
lim ARE\? (W, h _ {7 ho)”
i AREL (oo h) = T5s
2) Asa | 0,
)\1 o )\ioz
’ 1 and ’ .
2@ 1 (l-a/2) ™M g@ii—an) "
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Wasserstein goodness of fit test
Wasserstein distance on Py (IR) =: {Probability measures on R with finite second moment }
Lo Wasserstein distance between Py, Py € Pa(R):

1/2

W(P,, Py) = inf { (B(X) — X2)2? £(X)) = Py, L£(X,) = PQ} .

Expression with the quantile functions F; ! and F;

1/2

W(Py, Py) = (/01 (B () — F2_1(t))2dt)

Empirical version to test fit to a distribution Pr with quantile function F—1: P,
the empirical measure associated to the sample (X1, ..., X,,), F. ! the empirical
quantile function.

= WQ(Pn,PF):/ (B, M) — F~H(t))" dt.
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Distance to a location-scale family

A location-scale family is obtained from a law with mean 0, variance 1 and
distribution function F' as follows:

HF:{H:H(w):F<x;M>,,uER,J>O}.

If P € Py(R) with distribution function Fp, standard deviation oy:

W?(P,Hp) = inf{W*(P,H):H € Hp}

= ol - (/OlFO_l(t)F_l(t)dt>

Normalized empirical version to test fit to the family Hg:

2

2
W2(F,, Hr) (Jo B0 F " (0)dt)
Ry = 52 =1- 32 :

where S2 is the empirical variance.
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Fit to a specified distribution, asymptotic distribution under null hypothesis

Hy: (X1,...,X,)iid. ~ Ppg, with distribution function F', density function f,

quantile function £~1. F 1 denotes the empirical quantile function.

Hypothesis on Pg: regularity conditions and the condition on extremes:

[ SM_T)*(?:))MK*OO'

B 1—-1/n t(l . t) 1 Bz(t) — t(l — t)
o /W PEE) " / PE@)

Key: mirn = 1 (5220 ) dt, wh
ey: NIy, = fo (f(F—l(t))) “where

pult) = Viuf (FA(0)) (F (1) — F7\(1)

is the empirical quantile process.
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Asymptotic distribution under a type of local alternatives

Alternative H,,: (X1,...,X,) i.i.d. with quantile function ®_ ! such that for
some h € L5(0,1),

1
/ (\/ﬁ(q)_l—F_l) —h)p—>0,n—>oo, for some p > 2.
0

. L=/ (1 — t) _) L B(t) T
=y | (e 1y 1) f2<F1<t>>] *
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Representation of the limiting distribution in a unified way

Denote by K the covariance kernel of B(t)/f (F~1(¢)).

SNt — st
FIE()f(FL(E)

By Mercer's theorem: there exist eigenvalues Aj, 7 > 0 and normalized eigen-
functions f;,7 > 0 such that

(s,1) € (0,1) x (0,1).

K(s,t) =

For each j, define g; such that: f;(z) = %f:F—l(a:))‘

Define the new kernel

i 100 SAt 29 — 1 sVt 1 — 1
K(s,t) = Z_:ijgj(s)gj(t) = C(F)+L(O) FAF-Ya)dx Jop [PA(F~N(x))
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/032 _“_t //KstdW VAW (t),

where W is the Brovvman motion related to B by: B(t) = W (t) —tW(1).

When h (parameter of the local alternative) is

¢
d
h(t) = Jo 9(5)ds , for some g € L9(0,1),

FETD)
1 B(t) t(1 —t)
J (f(F—1<t>>+h( TR >] "= / [} D ), e

t
t— Wt +/g
0
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Wasserstein goodness of fit test

Parametrization of the probability measures which are absolutely continuous with
respect to a given probability

(2, A, Py) a probability space.

H:{QELQ(PO)/gdPOZP()g:O},M:{QGHP092§4}

For g € M, define P, < Py the probability measure given by
dP 1 1 i
—I == 1 —-Pyg? | .
dP, (29 +\/ TR )

{P,: g € M} = { probability measures P on (£2,.4) such that P < Py}.
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Gaussian shift experiment

A way to parametrize a local alternative:

— .9
Hn_{geH.\/ﬁeM}. H,TH.

An i.id. §amp|e (X1,...,Xp) with common distribution P, s corresponds to
the experiment

E - (Q”,A”, {P;/ﬁ g€ Hn}) |

E),, converges as an experiment to a Gaussian shift, since

aby 1 lgll”
log —2 () = — 3 g(wi) — 12 1).
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Modified test

We define the empirical process for t € (0, 1) by:

1 n

1=1

We introduce the two tests: (with critical value C,, given by the Wasserstein
critical value)

1 _ ~
P =Ly, R(s,)dpn(s)dpn(t)>Ca

2 _ _
P = L1 1 K(st)dan(s)dan(t)>Ca

In the Gaussian shift experiment, there is convergence of the decision functions in
distribution iff there is convergence in distribution of the test statistics under the
null and the (local) alternatives.

Study of the last test for which the convergence is conjectured.
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Case of a location-scale family

nS2R,, has correction terms due to the estimation of the parameters in the
location scale family.

nS R, = n/l (Fgl(t) — F—l(t)) dt
0

Same treatment, with a new kernel K.
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Example of the standard normal distribution
+00
K(s,t) = Z Aifi(s)f;(t), where
§=0

fi(s) = h; (®27*(s)), hj denotes the normalized Hermite polynomial with degree
j (Eh5(X) =1 for X r.v. with standard normal distribution), A; = 1/(j + 1).

g5 = fir1and K(s,t) = 070 A fipa(s) fi41(0).

Calculus of the gradient and curvature of the asymptotic test for the direction g
at level € (0,1):

—+00
hoo =0,Ty(g) = Z to.i{fiy ), with an known expression for iy ; -
i=1
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Extension: focused tests for a specified set of alternatives

hi, ..., h, some fixed directions, V' = (hq, ..., h,) linear subspace of interesting

alternatives.
Construct Ky = ;r;x; MNihi (hyy1, ..., basis for V1),
The test [ [ Ky (s,t)dou,(s)dou,(t) has curvature operator > (., h;).

Choose eigenvalues A1,..., Ar, Ap1, ... such that pq, ..., u, are big enough.
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