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Asymptotic Decision Theory

(Le Cam, Hájek, Ibragimov, Hasminskii, Strasser, . . . )

Statistical Experiment: T 6= ∅ set of �parameters", E ∈ E(T ) if E =
(Ω,A, {Pt : t ∈ T}) Pt probability measures over (Ω,A).

Decision Problem: (T,D, W ); D space of decisions (a topological space);
W = (Wt)t∈T loss function, Wt : D → R.

Decision function: procedure for making a (possibly randomized) decision based
on the outcome of the experiment:

ρ : Ω× B0(D) → [0, 1],

B0(D) Baire σ-�eld; ρ a Markov kernel (ρ(·, A) measurable for �xed A, ρ(ω, ·)
a probability for �xed ω)

R(E, D) = {decision functions for E and D}
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Generalized decision functions

ρ ∈ R(E, D) induces a bilinear form βρ : Cb(D)× L(E) → R

βρ(f, µ) =
∫ ∫

D×Ω

f(x)ρ(ω, dx)µ(dω) satisfying

(1) |βρ(f, µ)| ≤ ‖f‖‖µ‖; (2) βρ(f, µ) ≥ 0 si f ≥ 0, µ ≥ 0;

(3) βρ(1, µ) = µ(Ω)

(L(E) =
({Pt : t ∈ T}⊥)⊥; L(E) ' L1(Ω,A, ν) if Pt ¿ ν)

B(E, D) = {bilinear forms on satisfying (1),(2),(3)}
R(E, D) ⊂ B(E, D)

B(E, D) compact (weak topology) and convex; R(E, D) dense in B(E, D).
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Risk functions

Assume W = (Wt)t∈T continuous loss function, ρ ∈ R(E, D);
∫

D
Wt(x)ρ(ω, dx) (average) loss for the decision ρ(ω, ·)

risk function : t 7→ βρ(Wt, Pt) =
∫ ∫

D×Ω

Wt(x)ρ(ω, dx)Pt(dω)

(expected loss when true parameter is t).

βρ(Wt, Pt) generalizes easily to lower semicontinuous W
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Comparison of experiments

Consider E, F ∈ E(T ); (T,D, W ) a decision problem

E ⊇
(D,W )

F (E is more informative than F ) ⇔ ∀β2 ∈ B(F, D)∃β1 ∈ B(E, D)

such that β1(Wt, Pt) ≤ β2(Wt, Qt), t ∈ T

E ⊇ F ⇔ E ⊇
(D,W )

F ∀ (D, W ); if E ⊇ F and F ⊇ E then E ∼ F .

Theorem E = (Ω1,A1, {Pt : t ∈ T}), F = (Ω2,A2, {Qt : t ∈ T}) are
equivalent i�

L
((

dPt

dPs

)

t∈T

∣∣∣∣Ps

)
= L

((
dQt

dQs

)

t∈T

∣∣∣∣Qs

)
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Topological spaces of experiments. De�ciency.

E
ε⊇ F if ∀ (D, W ) and β2 ∈ B(F, D)∃β1 ∈ B(E, D)

such that β1(Wt, Pt) ≤ β2(Wt, Qt) + ε‖Wt‖, t ∈ T

For E, F ∈ E(T )

δ(E, F ) = inf{ε > 0 : E
ε⊇ F}; ∆(E, F ) = max{δ(E, F ), δ(F, E)}

∆ is a distance on E(T )/ ∼; (E(T )/ ∼, ∆) (strong topology) is complete

Weak topology generated by ∆(Eα, Fα), α ⊂ T �nite; makes E(T )/ ∼ compact
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Weak convergence of experiments & decision functions

Tn ↑ T ; En ∈ E(Tn), E ∈ E(T )

En → E weakly i� ∆(En,α, Eα) → 0, α �nite

TheoremEn → E weakly i�L
((

dPn,t

dPn,s

)
t∈T

∣∣∣∣Pn,s

)
→w L

((
dPt
dPs

)
t∈T

∣∣∣∣Ps

)

If En → E weakly, βn ∈ B(En, D) and β ∈ B(E, D) then

βn → β in distribution i� βn(f, Pn,t) → β(f, Pt), f ∈ Cb(D)

For testing problems this means pointwise convergence of power functions

Theorem (LeCam) Every sequence βn has accumulation points

Any sequence of testing procedures can be judged by the properties of the
limiting testing procedures that it de�nes for the limiting experiment.
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Testing in the framework of Gaussian shift experiments

(H, 〈, 〉) a real Hilbert space. An experiment (Ω,A, {Ph, h ∈ H}) on H is a
Gaussian shift experiment, if and only if
1) for all h, Ph ¿ P0 and
2) the process (L(h))h∈H de�ned by the log-likelihood ratio

log
dPh

dP0
= L(h)− ‖h‖2

2
,

is a standard Gaussian process under P0, i.e.: it is centered and for any h1, h2 ∈ H

Cov(L(h1), L(h2)) = 〈h1, h2, 〉.
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Spectral decomposition

The null hypothesis: H0 ⊂ H a linear subspace of H (e.g. H0 = {0}).
ϕ : Ω → [0, 1] a α H0-similar test function for H0.

Taylor expansion of the power of ϕ under a straight line of alternatives directed
by some h ∈ H\{0}, near 0:

Ethϕ = α + b(h)t + a(h)
t2

2
+ o(t2), t → 0. (1)

Theorem 1) ∃h0 ∈ H gradient such that:

b(h) = 〈h, h0〉,∀h ∈ H.

2) ∃T : H → H a self-adjoint Hilbert-Schmidt operator, an ortonormal system
(hi) and eigenvectors (λi) such that:

a(h) = 〈h, T (h)〉∀h ∈ H, and T =
+∞∑

i=1

λi〈., hi〉.
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Theorem: Properties based on the generalized Neyman Pearson lemma.
1.‖h0‖ ≤ φ(Φ−1(1− α)).
The equality holds i�

ϕ = 1{L(h0)>Φ−1(1−α)‖h0‖}.

2.The largest eigenvalue λ1 of T satis�es the inequality

|λ1| ≤ 2φ
(
Φ−1

(
1− α

2

))
Φ−1

(
1− α

2

)
.

The equality holds i�
ϕ = 1{|L(h1)|>Φ−1(1−α

2 )}.
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Asymptotic relative local e�ciency

One-sided tests: ϕ a test for the Gaussian shift, with EP0ϕ = α.

Alternatives: K \ {0}, where K is a cone.

ARE
(1)
L (ϕ, h) =

( 〈h, h0〉
‖h‖φ (Φ−1 (1− α))

)2

.

Two-sided tests: ϕ an unbiased test at level α for H0 = {0} against H \ {0},
i.e.:

E0ϕ = α and Ehφ ≥ α for h ∈ H \ {0}.
Then λi ≥ 0 ∀i ≥ n and h0 = 0.

h 7→ a(h) = 〈h, T (h)〉 is the curvature of the power function at 0 in direction
h.

ARE
(2)
L (ϕ, h) =

〈h, T (h)〉
2‖h‖2φ (Φ−1 (1− α/2))Φ−1 (1− α/2)

.

Remind that 〈h,T (h)〉
‖h‖2 ≤ λ1.
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Power properties expected for a test in a Gaussian shift experiment

Global power function (Janssen) ϕ a level α test for the null hypothesis H0 = {0}
of the Gaussian shift. It has non-vanishing power only on a �nite-dimensional
subspace of alternatives. Namely: ∀ε > 0, K > 0, there exists a linear subspace
V ⊂ H of �nite dimension such that

sup{|Ehϕ− α| : h ∈ V ⊥, ‖h‖ ≤ K} ≤ ε,

the dimension of V being bounded by 1 + ε−1α(1− α)(exp(K2)− 1).

Small levels (Rahnenführer) When α → 0, the largest eigenvalue λ1 = λ1,α con-
verges to its maximal possible value mα = 2φ

(
Φ−1 (1− α/2)

)
Φ−1 (1− α/2),

while all the other eigenvalues vanish:

lim
α→0

λ1,α

mα
→ 1, limα→0

λi,α

mα
→ 0, for i ≥ 1.
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Example: Kolmogorov-Smirnov tests for the signal detection problem with Brown-
ian bridge as noise term

B0 a Brownian bridge, L0
2(0, 1) = {h ∈ L2(0, 1) :

∫ 1

0
h(u)du = 0}, consider

the regression problem

Bh(t) =
∫ t

0

h(s)ds + B0(t),

where h ∈ L0
2(0, 1). P0 the law of B0 on the space C(0, 1), Ph the law of Bh.

By Girsanov's theorem:

log
(

dPh

dP0

)
=

∫ 1

0

h(s)dB0(s)− ‖h‖2
2

.
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One-sided Kolmogorov-Smirnov test for H0 = {0}

ϕα : C(0, 1) → [0, 1]

x 7→ ϕα(x) = 1{sup0≤t≤1 x(t)>c1−α},

with c1−α such that E0ϕα(B0) = α.

Explicit calculus of the gradient h0,α of ϕα by Hájek and �idák.

Result: h0,α

φ(Φ−1(1−α))
→ h0 in L2(0, 1) when α → 0, where

h0(u) = sign(2u− 1).

Consequence:
ARE

(1)
L (ϕα, h0) → 1, α → 0

and behavior of ϕα similar to that of the median test

ϕ0 = 1{2x(1/2)>Φ−1(1−α)}
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Two-sided Kolmogorov-Smirnov test for H0 = {0}

ψα : C(0, 1) → [0, 1]

x 7→ ψα(x) = 1{sup0≤t≤1 |x(t)|>k1−α},

λ1,α, (resp. λi,α) the largest (resp. the ith largest) eigenvalue of the spectral
decomposition of the curvature of ψα.

Results: (Janssen, Rahnenführer)
1) For h ∈ L0

2(0, 1),

lim
α↓0

ARE
(2)
L (Ψα, h) =

〈h, h0〉2
‖h‖2 .

2) As α ↓ 0,

λ1,α

2φ (Φ−1 (1− α/2))
→ 1 and λi,α

2φ (Φ−1 (1− α/2))
→ 0.
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Wasserstein goodness of �t test

Wasserstein distance onP2(R) =: {Probability measures on R with �nite second moment}
L2 Wasserstein distance between P1, P2 ∈ P2(R):

W(P1, P2) = inf
{[

E(X1 −X2)2
]1/2

: L(X1) = P1,L(X2) = P2

}
.

Expression with the quantile functions F−1
1 and F−1

2 :

W(P1, P2) =
(∫ 1

0

(
F−1

1 (t)− F−1
2 (t)

)2
dt

)1/2

.

Empirical version to test �t to a distribution PF with quantile function F−1: Pn

the empirical measure associated to the sample (X1, . . . , Xn), F−1
n the empirical

quantile function.

rn := W2(Pn, PF ) =
∫ 1

0

(
F−1

n (t)− F−1(t)
)2

dt.
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Distance to a location-scale family

A location-scale family is obtained from a law with mean 0, variance 1 and
distribution function F as follows:

HF =
{

H : H(x) = F

(
x− µ

σ

)
, µ ∈ R, σ > 0

}
.

If P ∈ P2(R) with distribution function F0, standard deviation σ0:

W2(P,HF ) = inf
{W2(P, H) : H ∈ HF

}

= σ2
0 −

(∫ 1

0

F−1
0 (t)F−1(t)dt

)2

.

Normalized empirical version to test �t to the family HF :

Rn :=
W2(Fn,HF )

S2
n

= 1−

(∫ 1

0
F−1

n (t)F−1(t)dt
)2

S2
n

,

where S2
n is the empirical variance.
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Fit to a speci�ed distribution, asymptotic distribution under null hypothesis

H0: (X1, . . . , Xn) i.i.d. ∼ PF , with distribution function F , density function f ,
quantile function F−1. F−1

n denotes the empirical quantile function.

Hypothesis on PF : regularity conditions and the condition on extremes:

∫ 1

0

∫ 1

0

(s ∧ t− st)2

f2(F−1(s))f2(F−1(t))
dsdt < +∞.

nrn −
∫ 1−1/n

1/n

t(1− t)
f2(F−1(t))

dt →
∫ 1

0

B2(t)− t(1− t)
f2(F−1(t))

dt.

Key: nrn =
∫ 1

0

(
ρn(t)

f(F−1(t))

)2

dt, where

ρn(t) =
√

nf
(
F−1(t)

) (
F−1

n (t)− F−1(t)
)

is the empirical quantile process.
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Asymptotic distribution under a type of local alternatives

Alternative Hn: (X1, . . . , Xn) i.i.d. with quantile function Φ−1
n such that for

some h ∈ L2(0, 1),

∫ 1

0

(√
n

(
Φ−1

n − F−1
)− h

)p → 0, n →∞, for some p > 2.

nrn−
∫ 1−1/n

1/n

t(1− t)
f2(F−1(t))

dt →
∫ 1

0

[(
B(t)

f(F−1(t))
+ h(t)

)2

− t(1− t)
f2(F−1(t))

]
dt.
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Representation of the limiting distribution in a uni�ed way

Denote by K the covariance kernel of B(t)/f
(
F−1(t)

)
.

K(s, t) =
s ∧ t− st

f(F−1(s))f(F−1(t))
, (s, t) ∈ (0, 1)× (0, 1).

By Mercer's theorem: there exist eigenvalues λj, j ≥ 0 and normalized eigen-
functions fj, j ≥ 0 such that

K(s, t) =
+∞∑

j=0

λjfj(s)fj(t).

For each j, de�ne gj such that: fj(x) = 1
λj

R x
0 gj(s)ds

f(F−1(x))
.

De�ne the new kernel

K̃(s, t) =
+∞∑

j=0

λjgj(s)gj(t) = C(F )+
∫ s∧t

F (0)

2x− 1
f2(F−1(x))dx

−
∫ s∨t

s∧t

1− x

f2(F−1(x))
.
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∫ 1

0

B2(t)− t(1− t)
f2(F−1(t))

dt =
∫ 1

0

∫ 1

0

K̃(s, t)dW (s)dW (t),

where W is the Brownian motion related to B by: B(t) = W (t)− tW (1).

When h (parameter of the local alternative) is

h(t) =

∫ t

0
g(s)ds

f(F−1(t))
, for some g ∈ L0

2(0, 1),

∫ 1

0

[(
B(t)

f(F−1(t))
+ h(t)

)2

− t(1− t)
f2(F−1(t))

]
dt =

∫ 1

0

∫ 1

0

K̃(s, t)dWg(s)dWg(t), where

Wg : t → W (t) +
∫ t

0

g(s)ds.
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Wasserstein goodness of �t test
Parametrization of the probability measures which are absolutely continuous with
respect to a given probability

(Ω,A, P0) a probability space.

H = {g ∈ L2(P0) :
∫

gdP0 = P0g = 0},M = {g ∈ H : P0g
2 ≤ 4}.

For g ∈ M , de�ne Pg ¿ P0 the probability measure given by

dPg

dP0
=

(
1
2
g +

√
1− 1

4
P0g2

)2

.

{Pg : g ∈ M} = { probability measures P on (Ω,A) such that P ¿ P0}.
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Gaussian shift experiment

A way to parametrize a local alternative:

Hn = {g ∈ H : g√
n
∈ M}. Hn ↑ H .

An i.i.d. sample (X1, . . . , Xn) with common distribution Pg/
√

n corresponds to
the experiment

En =
(
Ωn,An,

{
Pn

g/
√

n : g ∈ Hn

})
.

En converges as an experiment to a Gaussian shift, since

log
dPn

g/
√

n

dPn
0

(ω) =
1√
n

n∑

i=1

g(ωi)− ‖g‖2
2

+ oP0(1).
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Modi�ed test

We de�ne the empirical process for t ∈ (0, 1) by:

αn(t) =
√

n

(
1
n

n∑

i=1

1{F (Xi)≤t} − t

)
.

We introduce the two tests: (with critical value Cα given by the Wasserstein
critical value)

ϕ1
n = 1R R

s 6=t K̃(s,t)dρn(s)dρn(t)>Cα
,

ϕ2
n = 1R R

s 6=t K̃(s,t)dαn(s)dαn(t)>Cα
.

In the Gaussian shift experiment, there is convergence of the decision functions in
distribution i� there is convergence in distribution of the test statistics under the
null and the (local) alternatives.

Study of the last test for which the convergence is conjectured.
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Case of a location-scale family

nS2
nRn has correction terms due to the estimation of the parameters in the

location scale family.

nS2
nRn = n

∫ 1

0

(
F−1

n (t)− F−1(t)
)2

dt

−n

(∫ 1

0

(
F−1

n (t)− F−1(t)
)
dt

)2

−n

(∫ 1

0

(
F−1

n (t)− F−1(t)
)
F−1(t)dt

)2

Same treatment, with a new kernel ˜̃K.
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Example of the standard normal distribution

K(s, t) =
+∞∑

j=0

λjfj(s)fj(t), where

fj(s) = hj

(
Φ−1(s)

)
, hj denotes the normalized Hermite polynomial with degree

j (Eh2
j(X) = 1 for X r.v. with standard normal distribution), λj = 1/(j + 1).

gj = fj+1 and K̃(s, t) =
∑+∞

j=0 λjfj+1(s)fj+1(t).

Calculus of the gradient and curvature of the asymptotic test for the direction g
at level α ∈ (0, 1):

h0,α = 0, Tα(g) =
+∞∑

i=1

µα,i〈fi, g〉, with an known expression for µα,i .

� Typeset by FoilTEX � 25



Extension: focused tests for a speci�ed set of alternatives

h1, . . . , hr some �xed directions, V = 〈h1, . . . , hr〉 linear subspace of interesting
alternatives.

Construct KV =
∑+∞

1=1 λihi (hr+1, . . . , basis for V ⊥).

The test
∫ ∫

KV (s, t)dαn(s)dαn(t) has curvature operator
∑

µi〈., hj〉.
Choose eigenvalues λ1, . . . , λr, λr+1, . . . such that µ1, . . . , µr are big enough.

� Typeset by FoilTEX � 26


